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DNA to RNA
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Splice sites
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Splice site prediction

Binary classification task

• Input: DNA sequences

• Classes: middle of sequence { 1: is an acceptor site; -1: is not an acceptor site }

Data sets

• C. elegans (roundworm)

• Human

You should train a variety of models for each data set, even simple ones
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Data sets

• C. elegans has a single CSV

− split it however you choose

− remember not to let your test split 
leak into your training procedure

• Human data provided in several files

− Train and validation splits

− Use the validation data 
however you see fit

− Test split for your own evaluation

− Additional test set with no labels 
(for TAs to use for evaluation)
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Training data

e.g., C_elegans_acc_seq.csv

• Sequences derived from DNA, so 
T instead of U

• Simplified scenario

− The region in question is in 
the centre of each sequence

− Flanking sequence is context

• For a given data set, all sequences 
are the same length

− C. elegans: 83 bp

− Human: 398 bp
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For inspiration
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Pitfalls

• Don’t forget to perform hyperparameter searches

• Classes are heavily imbalanced

− C. elegans: 2000 negative samples, 200 positive

− Human (train + validation): 531,777 negative, 1556 positive

− Naive methods will classify everything as negative, so explore weighting or resampling schemes

• Feature extraction

− Depending on your choice of model, one-hot encoding nucleotides may or may not be enough

− With k-mer-based methods, remember that the space has 4k elements and is sparsely populated, so 
design your kernels accordingly

• Sequence context is short

− By comparison, SpliceAI uses a window of size 10k

− However, sequence in training data are already centred
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Tools from various ML toolkits
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Deliverables

Train separate set of models for each data set. Provide a data frame which, for each model, reports

• Model name
• Model evaluation

− ROC (receiver operating characteristic) and PR (precision-recall) curves
− AUROC and AUPRC (area under ROC and PRC)

• Predicted labels for human_dna_test_hidden_split.csv

Submit

• Report describing the methods and detailing each member’s contribution
• Conda environment YML
• Clean well-structured code as Jupyter Notebook or Python scripts
• Trained models and evaluation results as data frame in results.npy
• README.txt detailing how to run the code and interpret the reported results

Deadline: 26.04.2021 (submit to Moodle, or email harun.mustafa@inf.ethz.ch if too big)
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Grading

• 60% of grade will be for the variety of models explored

− Explore different classifiers, difference sequence encodings, etc.

− There should be at least 3 with better-than-random performance

− Diminishing returns after 6 models

• 40% will be based on the performance of the best model
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